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Why a distributed system?
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Why would we use a distributed system for trace analysis?

• Support multiple simultaneous clients

• More computing power

• Available everywhere

• Available anytime

• No special installation except a modern browser
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What we want
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We want a generic, flexible, performant and reusable system

• Support multiple trace formats;

• Support for user-defined analysis;

• With the smallest overhead

• In data transferred

• In execution time

• Could be integrated in IDEs and monitoring systems;
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The Architecture
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The Architecture - Server
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Common Trace Analysis Approach :

What we propose :
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The Architecture - Server
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The Trace Analysis Server Protocol
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Implementation - TraceScape
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Evaluation
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• We use a 2.5 GB trace for the evaluation

• State model on disk : ~2.1 GB

• We request from the start to the end of the trace

• Data transferred per request

• XY and time graph models

• Execution time overhead per request

• XY and time graph models
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Data transferred – XY models
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Data transferred – Time graph models
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Execution time overhead
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Client

Services

Data Provider

We measure the execution time 

for completing an HTTP request

We measure the execution time 

for completing a query
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Execution time overhead – XY models
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Fixed number of series, changing resolution
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Execution time overhead – XY models
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Fixed resolution, changing the number of series
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Execution time overhead – time graph models
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Fixed number of series, changing resolution
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Execution time overhead – XY models
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Fixed resolution, changing the number of series
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Questions ?
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yonni.scholars@gmail.com

https://github.com/cheninator/trace-scape


