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Problem definition
Large scale tracing challenges
• Data collection

• Fixed tracing events and instrumentations
• Data analysis

Trade-off
• Quality of traces
• Tracing budget

Run-time
Tracing 

Adaptation
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Research Questions
1. Can we use status count vectors extracted from event graphs (like

critical path) to detect performance anomalies?

2. Is it possible to detect anomalies with this method in near real-time?

3. Can we use a detected anomaly in event graph status count vector to
analyze root-cause?

4. Can we use anomaly root-cause to adapt tracing level of detail?
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Previous work

• Joel’s demo on “Anomaly Detection with System Call 
Count Vectors”
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End Points
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Adaptive tracing process

Data PreprocessData Gathering

Collect event 
traces

Extract critical 
path (event graph)

Extract status 
sequences and 
response times Normalization

Detect Anomalies Adapt Tracing

Analyze root-
cause

Build LSTM 
modelGenerate status 

count vectors

Split train and 
test data

Generate status 
duration vectors

Train count 
vector model
Train duration 
vector model

Predict

Detect 
anomalies

Disable/Enable 
additional 

events
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Data Gathering
Data Gathering

Collect event 
traces

Extract critical 
path (event graph)

Extract status 
sequences and 
response times

Status:

UNKNOWN
SYSTEMCALL
USERMODE
BLOCKED_IO
BLOCKED_CPU
BLOCKED_WAITKERNEL
BLOCKED_WAITPROCESS
BLOCKED_FOR_FUTEX
BLOCKED_CPU_FUTEX
TRASH
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Data Pre-processing
Data Preprocess

Generate state 
count vectors

Generate state 
duration vectors NormalizationSplit train and 

test data

Input 
data 

overview
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Detect Anomalies
Detect Anomalies

Build LSTM 
model Predict Detect 

anomalies

. . .

Time 0

Time 1

Time 2

Time N

Input

. . . . . .
Ti

m
e 

Di
st

rib
ut

ed
 

De
ns

e
. . .

LSTM L1 LSTM L2 Dense Output

Train count 
vector model

Train duration 
vector model

9/28Adaptive tracing- Progress report meeting- 15Jan 2021



Anomaly detection
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By mapping the results one by one we understood 
that “Status vector” and “Duration vector” 

anomalies complement each-other
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Ongoing work- Adaptive tracing
Adapt Tracing

Analyze 
root-cause

Disable/Enable 
additional eventsThere is a higher 

than normal counts 
in “BLOCKED_CPU” 
state in two vectors 

in a sequenceState count vector:
42401: 0,216,388,0,233,0,25,0,0,0
42402: 0,212,326,0,167,0,21,0,0,0

State Duration vector:
42401: 0,1658867,29281098,0,99964078,0,11704449,0,0,0
42402: 0,1663677,27035459,0,189665197,0,10543552,0,0,0

There is a high duration 
for “BLOCKED_CPU” 

state in the same vector 
in the duration vector

Enabling tracing profiles 
to trace event groups 

related to “Blocked_CPU” 
state
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Ongoing work- Adaptive tracing

Enable/
Disable
Tracing 
Profile

1. Event grouping to
provide tracing profiles

2. Enhance LTTng-Rotate
to be able to enable the
required tracing profile at
run-time

LTTng-Rotate
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Ongoing work- More analysis

1. Provide an API for online anomaly detection

2. Generate traces with different types of injected faults to test effectiveness

and map anomalies detected by status count vectors to system calls

3. Compare with other methods like SVM, Logistic regression, Transformer,

Random Forest

4. Test the same method by considering event graph status sequence
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Preliminary results

Data Set Training 
time

Dataset 
size

Trace 
size

Tracing 
overhead

Input 
vector 
size

Accuracy Precision Recall

Critical path status 
count vector 64s 1,180,183 

bytes Smaller Lower 10-ary 99.997 99.998 91.66

Critical path status 
duration vector 67s 3,906,674 

bytes Smaller Lower 10-ary 99.993 99.995 83.33

System call count 
vector 66s 22,032,262 

bytes Larger Higher 315-ary 99.993 99.949 99.919
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Research Questions Revisiting

1. Can we use status count vectors extracted from event graphs to
detect performance anomalies? Yes

2. Is it possible to detect anomalies with this method in near real-
time? Yes

3. Can we use a detected anomaly in event graph status count
vector to analyze root-cause? Ongoing research

4. Can we use anomaly root-cause to adapt tracing level of detail?
Ongoing research
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Questions?
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