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• ROCm works with OpenMP, OpenCL and HIP.

• CUDA code can be easily converted to HIP.

• It is compatible with Deep Learning libraries like Pytorch, Tensorflow and 

others.

• ROC-profiler and ROC-tracer can trace multiple APIs : HIP, HSA, KFD and 

code annotation (ROCtx).

• ROC-profiler also provides performance counters.
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The experiences are run

with LTTng and only

enabling the HSA API.
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The number of events is recorded for

the ROCm trace whereas trace size

takes into account the ROCm trace as

well as the kernel trace.
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• The trace shown had a size of 1.72 GB.

• The trace size varies a lot depending on what API is traced.

• In particular, KFD events are very frequent
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• Synchronization of ROCm traces between different nodes

• Support for HIP streams

• Support for MPI programs

• And more…


