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Methods based on trace analysis use representations which 

lose a lot of information.

Only system call names are considered in most works.
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Can we leverage the amount of information available to 

improve trace analysis ?
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Can we leverage the amount of information available to 

improve trace analysis ?

Tandon and Chan (2006) and Liu et al. (2005) used with success part of the system call 

parameters to improve intrusion detection and insider threat detection, respectively.
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We need to have a more compact representation of events.
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http://yann.lecun.com/exdb/mnist/



POLYTECHNIQUE MONTREAL – Quentin Fournier

How to solve it

17

http://yann.lecun.com/exdb/mnist/

1



POLYTECHNIQUE MONTREAL – Quentin Fournier

How to solve it

18

http://yann.lecun.com/exdb/mnist/
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http://yann.lecun.com/exdb/mnist/

1 →
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● No obvious way to represent the data → Machine Learning

How to solve it
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● No obvious way to represent the data → Machine Learning

● Large unlabeled datasets → Unsupervised Methods

● Sequence of events → RNN or Transformer

How to solve it
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Recent success in NLP: 

https://blog.openai.com/language-unsupervised (Radford et al. (2018)

https://blog.openai.com/language-unsupervised
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Recent success in NLP: 

https://blog.openai.com/language-unsupervised (Radford et al. (2018)

+30%

+10%

+11%

+10%

+6%

https://blog.openai.com/language-unsupervised


POLYTECHNIQUE MONTREAL – Quentin Fournier

Representation Learning

28

Representation learning is the set of methods that learn a 

projection of the data that facilitate their analysis.
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The quality of the representation:

● Improve the performance.

● Reduce the computational time.

(Bengio et al., 2013).
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1) Generate a dataset ≈ 106 - 109 kernel events with all their parameters. 

Traces should be:

a) Heterogeneous.

b) Non-biased.

c) Representative.
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2) Develop a representation method for events or sequence of events. 

a)   Transformer (Vaswani et al., 2017). 

b)   Multiplicative-LSTM (Kraus et al., 2016). 

c)   Autoencoders such as VAE (Kingma et al., 2013).
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3) Propose a set of methods to evaluate the quality of the representation:

a) Intrusion detection on widely use datasets (ADFA-LD, KDD98, UNM-lpr).

b) Bottlenecking prediction.

c) Root cause analysis.

4)  Compare the performance of our method with the state-of-the-art.

32
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Questions?
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